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Data and documentat ion
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Data and Documentation

In practice: tactical approaches

Technical writers

A team of technical writers whose 

expertise is to:

- Assess current available model 

data and documentation.

- Re-structure and complete all 

model risk documentation, 

including model development, 

monitoring, implementation, 

validation, approval and use.

Automate doc update

• Creating templates and self-

updating documents to automate 

the generation of model-related 

documentation.

• Having guidelines with minimum 

core requirements aligned with 

regulation and MRM policies, 

quality checks and best practice.

4

Fixing the Data
A major challenge is to ensure data 

quality, traceability, integrity and 

consistency. This implies identifying the 

data golden sources as a single 

informational system per model family.

Data initiatives
• Historical data remediation
• Data dictionary and traceability
• Data quality
• Architecture harmonization
• Go to cloud

The highest efficiency return comes from data and doc initiatives

Fixing the Documentation
A structural revision oriented to efficiency 

through the completeness, quality and 

accessibility of documents. For example: 

model documentation, frameworks, 

policies and other standards in the model 

life cycle.

Documentation initiatives
• Assessment and fill in the gaps 

for taxonomy, the documentary 
tree and related policies.

• Historical remediation for all 
model documents

Even if not the most innovative, data and doc are the greatest needs and what will contribute most to efficiency. 

Moreover, most of the supervisory findings and those that are most difficult to remedy have to do with data and documentation
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MRM culture : 

a  capi l lar i ty problem
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MRM Culture

6

A mature MRM culture means the involvement of the designated roles throughout the three lines of defense

in a collaborative way of working, and the awareness of the Management Board

The function includes:

- Model users

- Model owners

- Model developers

- Model implementers

- Model monitoring 

Management Board

3rd Line of defense2nd Line of defense1st Line of defense

The function includes all 
activities related to:

- Internal model 
validation

- Model governance

The 3LoD refers to the 
Internal Audit reviews on 
models and the MRM 
framework.

The most common gaps are 
related to its involvement and 
training on risk management

Model users 
are the very 
first line of 

defense 
against 

model risk

They need to be 
appointed for all 

models, be 
prepared, made 

aware of the 
responsibility and 

be demanded 
accountability

Model governance 
functions are still in 
evolution (e.g. they 
should be able to 

anticipate Covid 19 
impact on models)

There is a growing need to 
gear up the Internal Audit 
team on risk and non risk 
model skills and expertise

MRM tool
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The potential for automation varies depending on the phase of the model life cycle;

mechanical tasks can easily be automated, but human judgment is still irreplaceable in some phases

Automation

8

Model 
development

Model re-
calibration

Model 
monitoring

Internal 
Validation

Internal

Audit

1st LoD 2nd LoD 3rd LoD

• Data treatment 
automation

• Tools for automatic 
generation of 
thousands of 
models subject to 
user restrictions

• The re-calibration 
can be almost 
completely 
automated by 
means of 
standardized codes

• The monitoring can 
be nearly fully 
automated

• For this, there exist 
both vendor and
in-house tools

• Difficult to automate 
because of the large 
amount of expert 
challenge needed.

• There is only 
potential for 
automating the tests

• Similar to IV, there is 
potential for 
automation in 
mechanical tasks, but 
expert judgement 
would still be needed

• Semi-automatically 
generated reports

• Automatically 
generated reports

• Automatically 
generated reports

• Partial support to 
generating  the 
validation report

• Partial support to 
generating  the 
audit report

Automation in 

the process

Automation in 

the documentation

Automation potentialPotential for automation through the model life cycle

See Annex
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Model  r isk of  
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Model Risk of Machine Learning Models
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Non-Regulatory
Risk models
Credit collections
models, credit risk
early-warning systems,
RAROC and loan
pricing models, etc.

Regulatory Risk
models
(IFRS 9 and CECL
credit risk
parameters; stress
testing models used
for CCAR, ICAAP or
EBA exercises; etc.)

• Limited to Exploratory Data
Analysis and other Data
Treatment techniques, in
the sense of defining the
segmentation, selecting
variables, designing new
variables, performing
univariate and multivariate
analyses, detecting outliers,
etc.

• Exploratory Data Analysis

• Modeling, in the sense of
the choice of the algorithm
and the estimation of the
parameters

Model type
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Regulatory risk models incorporate machine-learning techniques mostly for exploratory data analysis,

while non-regulatory risk models include these techniques also for the actual modeling

Traditional
techniques
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ML application Current use of ML

Machine Learning  in Retail

Case study
Use of a gradient boosting model for retail 

consumer loans admission:

• Increase in the accuracy of the model: both type I and

type II errors were reduced, and one year later the

predictive power was sustained over new loans (no

evidence of overfitting).

• Presenting the supervisor with this model for AIRB

approval would be problematic (extension of response

times, increase of the risk of rejection).

• Adopted strategy:

• Limit the usage of the gradient boosting to the

scoring of consumer loans strictly for admission

• After two months, a traditional behavioral scoring

model (logistic regression) was used

• The sub-portfolio of retail mortgages with less than

two months was rather immaterial in terms of

exposure, so a PPU may be requested in the future.

• Through this regulatory workaround, the bank currently

benefits from the predictive power of an advanced

machine-learning technique for an essential process

(credit admission).
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Machine Learning & AI

11

Representativeness

Traceability and DQ

Feature engineering

✓ Traditional representativeness analyses are usually valid.

✓ Classical hypothesis tests like Z-test, Kolmogorov-Smirnov, Chi-Square, Kruskal-Wallis, etc.

✓ Any deviations from representativeness to be justified by developers.

▪ To ensure that the resulting dataset is still representative of the population it 
intends to model, even if data are gathered from a variety of sources, merged, 
transformed using automated ML techniques.

✓ Framework based on checkpoints, for e.g. comparison indicators in each intermediate dataset

✓ Model developers should provide a why and how records are transformed or filtered out.

▪ To ensure that each data point used in the model estimation traces back to 
the source system with no errors in the extract, transform and load (ETL).

✓ Theoretical description of the algorithm for the feature engineering (when it is automated).

✓ Deep analysis of the actual variables in the resulting dataset, qualitative and quantitative.

▪ To assess whether these synthetic variables are correctly built, pertinent and 
fit-for-purpose, especially when they have been created using ML techniques.

ITEM SOLUTIONISSUE

Model design

Model assumptions
and limitations

Explainability and 
interpretability

Overfitting and bias

✓ Model performance (predictive power) although important, should not be the only criterion

✓ Additional drivers should weigh in, such as interpretability, cost of implementing, 
maintaining and monitoring the model.

▪ To effectively challenge the choice of the machine-learning algorithm, 
including the hyperparameters.

✓ A deep assessment of the dynamic recalibration technique, including a sensitivity analysis.

✓ Periodic checkpoints where the latest recalibrated version of the model is backtested and 
assessed for consistency and business reasonableness.

▪ To assess that they have all been identified and properly documented.

▪ To effectively challenge a model that is permanently changing, even 
sometimes literally with every new observation? (dynamic learning)

✓ Tentative industry standards start to emerge, including LIME, SHAP and surrogate models.

✓ Complemented with large-scale sensitivity and selected case-by-case scenario analyses.
▪ To make models understandable and interpretable.

✓ Regularization techniques, k-fold cross-validation and a strict control of the learning curve.

✓ Individual case-by-case analysis on a sample of representative data.

▪ To assess whether a complex ML model is overfitted, or if it may lead to 
discriminating behaviour due to bias in the input data or in the algorithm.

Implementation

Documentation

✓ Construct a large dataset (some millions of observations real or synthetic), and ask both the 
developers and the implementers to score them; and check that the outcomes exactly match

✓ Periodically monitoring if they continue to be fit-for-purpose (not only performance).

▪ In the case of ML algorithms (complex structure, large sets of parameters, a 
dedicated platform with proprietary code libraries, and pose computational 
challenges) – How to validate that the model is properly implemented?

✓ The model documentation should allow the replication of the model by a third party.

✓ In general terms, the model documentation should ensure that clarity, interpretability and 
traceability of the models are up to the highest standards.

▪ Is there is a particular increase of attention to model documentation – what 
level of depth should this documentation reach for ML models?

▪ Example: consider an external code library (with the code for a random forest 
as sufficient doc), or detail every step in the random forest training algorithm?

ML&AI models pose challenges throughout the entire model lifecycle:

data treatment, model design, implementation, validation and documentation
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Model  r isk beyond models : 

non-models



© Management Solutions 2022. All rights reserved© Management Solutions 2022. All rights reserved

Context

13

The identification and governance of non-models within the model risk realm substantially varies across entities, highly 

dependent on the degree of maturity of the function and the risk awareness created

What is not a model
is a non-model

• No pro-active identification of non-models: non-models are considered any process/calculation that does not fulfill the

“model” identification conditions.

• Non-models are used across different areas and the degree of accountability and control varies.

• No specific inventory (except if it is recorded by the user areas) and no risk governance associated (mostly controlled and

maintained by end users).

Progressive identification and management 
of non-models

• Pro-active identification of non-models (mostly identified with tools and calculators in this first identification

stage). Although formal definition is simplistic, identification is usually run as part of the annual model certification

when MRM has established an initial control over them.

• Incremental responsibility of the end users in the inventory, control and governance of non-models.

• No specific MRM inventory and simple risk governance: the requirement of inventory, testing and control mostly

relies on the 1LoD.

Integrated model risk management of models 
and non-models

• Pro-active identification of non-models: the complexities of the non-model definition and the different

“models” trigger a new and expanded classification of models and non-models according to model risk

(e.g. quantitative models, quantitative processes, estimation approaches, tools, end user calculators, etc.).

• Responsibility of non-models transferred to MRM group to support comprehensive oversight of

quantitative processes.

• Full implementation of governance structures: 1LoD and 2LoD inventory, non-model annual

certification and identification, risk rating assignment, policies and procedures dedicated to non-models,

specific documentation requirements, MRM review and testing.
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The complexity of (non-)model definition

14

The cornerstone of this evolution towards a comprehensive and integrated oversight is the definition of what a non-model is, 

based on their independent nature and characteristics 

In practice: what to do

Be precise in the identification

Differentiation of models and non-model

requires precision in the identification:

- Examples: LGD models based on look-up 

tables with two variables: leverage and asset 

valuation, or, Capital regulatory ratios and 

calculations. These models could be re-

classified as non-models/tools or as non-

complex models. 

Critical elements to identify non-models

extensively used:

- Certainty of the output.

- End user responsibility of the design and 

implementation (e.g. desktop).

- Complexity of assumptions involved.

A Model Is …

Quantitative process that produces an 

uncertain rating / prediction / valuation / 

levels or segments

Examples
• Any type of regression: multivariate / 

logistic /non-linear

• Machine Learning algorithms 

• Quantitative calculations involving 

complex statistical, economic or financial 

theories

• Rules / detection algorithms

A Non-Model Is

Quantitative process that produces a 

certain / factual / deterministic output

Examples

• Expert judgment based on 

deterministic calculations 

(aggregation of information)

• Transformed financial or economic 

ratios

(Conflicting) Examples
• Summary statistics or simple statistical concepts (interpolation) 

• Look-up tables based on ratios resulting from basic statistical/empirical analysis or 

aggregation calculations

• Business / regulatory rules and calculation ratios

Be commensurate to risk

• Define criticality levels of non-models or 

tools to reinforce governance and review

(and not jeopardize MRM function).

• Documentation template adapted to 

non-models critical elements: design, 

control, implementation, testing.
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MRM as a source of  

e f f ic iency and cost reduct ion
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Cost of model-related weaknesses
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Focusing on the weaknesses affecting IRB models, these ones result in cost of conservatism, capital add-ons and ex-post 

remediation measures: this cost could be cut with an ex-ante program that leverages on the MRM framework and reinforces its 

effectiveness

Weaknesses affecting the IRB models: cost of conservatism and capital add-ons

When is it applied?

• Estimation of risk parameters

What is its purpose?

• To cover data and 
methodological deficiencies 
that lead to a bias in the 
quantification of the risk 
parameters or to an increased 
uncertainty not fully captured 
by the general estimation error

Higher MoC A

When is it applied?

• Application of the model

What is its purpose?

• To cover deficiencies related to 
the implementation of the model 
in the IT system or to the process 
of assignment of risk parameters 
to obligors or facilities in the 
current portfolio

Addit. conservatism

When is it applied?

• Determined by the supervisor as 
a result of IMIs

What is its purpose?

• To ensure that the regulatory 
capital requirements reflect the 
risk profile of the undertaking or 
of the group

Capital add-on

When is it applied?

• Estimation of risk parameters

What is its purpose?

• To cover the relevant changes 
that lead to a bias in the 
quantification of the risk 
parameters or to an increased 
uncertainty not fully captured 
by the general estimation error

Higher MoC B

When is it applied?

• Consequence of deficiencies 
identified by the supervisor or 
by the internal control functions

What is its purpose?

• To correct ex-post the 
deficiencies identified in order 
to ensure that the models 
comply with regulation and 
internal standards

Ex-post remediation

What is the cost for institutions? Case study

According to this case study:

• The common range of the %RWA (= RWA/EAD) increase due to the factors mentioned above is (3.5; 6) percentage points. Depending on the maturity / ambition level of 
the MRM framework implemented by the institution, the increase will be closer to the lower or upper limit of the range

• Implementing a comprehensive ex-ante program (as opposed to ex-post remediation measures) that leverages on the MRM framework and reinforces its effectiveness 
addressing the model-related weaknesses in aspects covered by overarching regulations would reduce the range of the RW increase to (1; 3.5) percentage points

• On the other hand, implementing this program would reduce / eliminate the ex-post remediation measures, which according to the sample analyzed would lower the 
direct costs in ca. 10 M€ / year for a total portfolio of 50.000 M€.

The %RWA is reduced on average 2,5 percentage points. Considering a total portfolio of 50,000M€ and a cost of capital equal to 8%, this 
extra 2,5% %RWA has a yearly cost for the bank equal to:  Cost = 50.000 * 2.5% * 8% * 8% = 8 M€
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Cost-benefit analysis
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The implementation of a comprehensive ex-ante program that leverages on the MRM framework and reinforces its 

effectiveness is clearly profitable: the savings in costs of capital and ex-post remediation measures outweigh by far the 

investment cost

• Reduction of MoC A

• Reduction of MoC B

• Reduction of additional 
conservatism

• Reduction / elimination of capital 
add-ons

Reduction of RW
(around 2,5 percentage points)

Reduction of cost of capital
(proportional to exposure: around 8 M€ 
per year for a total exposure of 50,000 

M€)

Savings generated by the program: ca. 18 M€/year

Investment cost associated
to implementing the program: ca. 9 M€ / year

According to the sample of banks analysed, the estimated investment 
cost1 per year for a portfolio with a exposure of 50,000M€ is the following:

• Data – Model inputs: 3 M€

• Model development, implementation & monitoring: 3 M€

• Model governance & organization: 1.5 M€

• Model documentation & reporting: 1.5 M€
• Reduction / elimination of ex-

post remediation measures

Reduction of direct costs related to 
the ex-post remediation measures

(not directly proportional to the total 
exposure due to the existence of fixed 

costs: 
around 10 M€ per year for a total 

exposure of 50,000 M€)

Reduction of cost of capital Reduction of direct costs

Total investment cost = 9 M€ per year (around 35 FTEs) 
(this cost could be reduced to the half after the 2nd year once the program is 

launched. Moreover, the external resources are progressively replaced by internal 
resources in BAU)

ROI = ca. 100%
at a 2-3 years horizon

(1) Investment needed to apply the overarching measures that reinforce the MRM 
framework and mitigate findings and weaknesses such as the ones presented
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Final remarks

Banks with an effective MRM practice rely on a number of key aspects

to be at the forefront and ensure internal compliance with regulation, supervision and internal policies

19

Some tips

Efficiency as the next goal for advanced institutions: only very mature MRM approaches are envisaging MRM as a 
source of synergies and effective reduction of costs, capital and provisions.

Stay close to supervisors and regulation updates: there is still scarce regulation on MRM in Europe although the ECB 
commonly raises MRM-related findings covered by overarching (not MRM-specific) regulations. 

Maturity: there is still a long way to go, even for European front-runners and for major US G-SIBs.

Data and documentation as the first step towards efficiency: this is the greatest need and what will contribute most to 
efficiency. Major institutions are already investing heavily on this, especially on the data side.

Need to spread a model risk culture across the 3LoDs: this implies raising awareness in senior management, gearing 
up with the right skillset, increasing commitment, involving model users and empowering model owners.

1

2

3

4

5

6 Automation and machine learning have high potential: advanced entities are incorporating these techniques, though 
not free from model risk-related challenges, to foster efficiency.
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Annex: Component Modelling and AutoML
A new modelling strategy

Both in academia and research, as well as in the financial industry but in a more emerging manner,

the same trend is underlying: a new modelling strategy

• Increased modelling needs (more volume and complexity of models) with 

unorganized and inefficient growth.

• Increased costs (resources, software, IT infrastructure) and shortage of 

qualified resources.

• In this context, a new trend is emerging: component modelling and AutoML

on new IT and SW infrastructures.
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Level 0: Components (workflow fully editable)

• They must be applied regardless of the use case (atoms): 

missings, outliers, feature selection, sampling, ... 

Level 1: Methodologies (workflow partially designed)

• Parameterizable combination of level 0 components: data 

processing, optimization of hyperparameters, ...

Level 2: AutoML (E2E automation)

• End-to-end modelling process configured with atoms and 

methodologies built with the previous levels.

• Semi-automatic model development

• Challenger models development (IV) 

• Full automation of model monitoring

• Automatic generation of reports,..
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• Standardization and greater control of the components 

used in modelling

Benefits

• Higher quality (developing each 

component only once)

• Efficiency in development(1), validation 

and audit

• Specialization in the development of each 

component

• Extended usability to different users 

without expert knowledge

• Scalability in the development, which can be internal host 

or cloud based

• Traceability in the EDA process and the 

model

21
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Annex: Component Modelling and AutoML
ModelCraft™

ModelCraft™ is a component modelling solution developed in a cloud environment whose main elements are data 

management, algorithm generation, reporting and interpretability, all in a customizable, parameterizable and scalable approach

✓ DB Management

✓ Simultaneous 

connection with 

different data 

repositories in different 

languages 

(PostgreSQL, MariaDB, 

MySQL, Oracle, 

Terminal, ...)

Data Management

✓ Data processing and 

EDA

✓ Traditional techniques 

(e.g. logistic reg., trees, 

ARIMAX...)

✓ Advanced ML 

algorithms (random 

forest, boosting, 

SVM...)

EDA & Algorithms

✓ Its cloud architecture 

allows for auto-scaling 

in computing

✓ All logic is stored in 

Kubernetes containers 

allowing an easy and 

fast deployment

Scalability (Cloud)

✓ Inclusion of pre-defined 

standard level 0 components 

and also customized on-

demand components

✓ Definition of level 1 and 2 

components by users

Components’ Customization

✓ Automatic report generation 

✓ Generation of functional and 

technical model interpretability 

reports

Reporting & Interpretability

22



© Management Solutions 2022. All rights reserved© Management Solutions 2022. All rights reserved
23

Exploratory data analysis using ML

Case study
Usage of a XG Boost and an F-Race 

algorithm for a credit scoring model 

in one European bank:

• In a behavioural credit scoring model

used for regulatory (IRB) purposes, the

bank used a combination of an XG Boost

and an F-Race algorithm for the initial

variable selection process and the

variable binning process.

• The algorithms were reviewed and

approved by IV, though after many

iterations due to the difficulty in

replicating them. Nevertheless, in the

words of the IV team, the usage of these

machine-learning algorithms contributed

to accelerate and optimize these

processes.

More complex is not always better

Case study
Usage of a complex perceptron 

neural network for a shadow-rating 

model in one European bank:

• The bank developed and submitted to IV

a rather complex perceptron neural

network with one hidden layer for a

shadow-rating model.

• The IV team in turn tried a challenger

model which was simply a multinomial

logistic regression based on a

monotonic Box-Cox transformation

that linearized the variables.

• This model roughly matched the

predictive power of the neural network,

so the logistic regression was finally

preferred.

Automated model generation

Case study
Usage of a stress testing time-series 

based (ARIMAX) model for 

validation in one European bank:

• The model used the expected macroeconomic

regressors, had reasonable predictive power

(R2), and complied with all the expected tests.

• IV used an automated Python-based time-

series development tool to produce 2,000

challenger models based on the same data.

• The tool used evolutionary (genetic)

algorithms to converge and produce only the

models with the highest chances of suitability.

• As a result, IV found that there was room for

improvement in the predictive power and

there were combinations of regressors with

business sense that would help to produce a

significantly better model.

Annex: Machine Learning & AI
Case studies

Three case studies to illustrate how machine learning models and automation can be very successful…,

… or not
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Three case studies to illustrate the degree of implementation of non-models’ governance and risk management across entities

Enhanced risk management Inception of active risk mgmt. Ad-hoc risk management 

Case study
Full transference to MRM of non-

models oversight and strong

1LoD governance and control

Case study
Initial oversight by MRM of non-

models (vs models)

Case study
Re-classification of certain

“models” due to specific program

configurations

• Full identification of models vs non-

models: different types of models identified

depending on the complexity of

methodologies and assumptions, and non-

models identified as end user tools and

calculators.

• Transference of oversight to MRM

(independent identification questionnaires

for models and non-models, integrated

inventory, dedicated policies and templates)

and reinforced governance by 1LoD

(ownership/accountability identification,

inventory, testing, self-identification and

report).

• Dedicated resources within the MRM

team with focus on non-models review and

testing.

• Full identification of models vs non-

models with a simple approach (focus on

the nature of the output, quantitative

estimates / forecast vs certain / factual /

deterministic output).

• Partial transference of oversight to MRM

(independent identification questionnaires

for models /non-models, certification

campaign run with the model certification

stream, preliminary inventory, integration in

MRM policy).

• Resources in MRM are not specialized.

Monitoring and review is focused on non-

models that were reclassified from

models.

• No active identification or management

of non-models from model risk

management perspective. Control remains

within 1LoD and mainly, within IT.

• Specific identification of quantitative

processes (they may be considered models

or non-models if the policy evolves) in the

suite of specific model families (e.g. for

stress test exercises) as per the requirements

of the program: identification exclusive

within the group of those processes and

models, dedicated template for model

documentation, included in annual reviews.

Annex:  Non-Models
Case studies


